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Abstract: This study investigates the evolving role of artificial intelligence (AI) in consumer
decision-making, particularly in comparison to traditional human influencers. As consumer
trust in social media influencers has declined, largely due to concerns about the financial
motivations behind endorsements, AI tools such as ChatGPT have emerged as perceived
neutral intermediaries. The research aims to understand whether AI systems can replace
human influencers in shaping purchasing decisions and, if so, in which sectors. A mixed-
methods approach was employed, involving a quantitative survey of 478 participants
with prior experience using both AI tools and interacting with social media influencers,
complemented by 15 semi-structured interviews. The results reveal that AI is favoured over
human influencers in product categories where objectivity and precision are critical, such as
electronics and sporting goods, while human influencers remain influential in emotionally
driven sectors like fashion and beauty. These findings suggest that the future of marketing
will show a reduced need for human social media influencers and may involve a hybrid
model where AI systems dominate data-driven recommendations and human influencers
continue to foster emotional engagement. This shift has important implications for brands
as they adapt to changing consumer trust dynamics.

Keywords: AI; artificial intelligence; consumers; influencers; consumer behaviour; consumer
trust; social media marketing; ChatGPT; AI tools

1. Introduction
The rapid advancement of artificial intelligence (AI) has significantly reshaped con-

sumer decision-making processes. Tools like ChatGPT have transformed the way individu-
als gather information, evaluate options, and choose products [1]. Traditionally, consumers
relied on advertisements, social media influencers, and salespeople to guide their decisions,
but these sources are increasingly scrutinised for perceived biases and financial incen-
tives [2]. For instance, consumers selecting running shoes may bypass advertisements that
claim superiority for all products and view social media influencers with scepticism due
to their reliance on brand sponsorships. Similarly, shop assistants may face doubt if their
recommendations are perceived as commission-driven rather than tailored to consumer
needs. Such trends prompt an important question: Will AI replace traditional marketing as
the primary decision-making tool for consumers?

1.1. Shifting Consumer Trust: From Human to AI

The concept of trust plays a critical role in consumer behaviour, particularly when
individuals face decisions between competing products and services. Historically, trust
in marketing has been built through personal relationships, direct experiences, or the
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reputation of established brands. Over time, advertisements and social media influencers
emerged as key actors in shaping consumer perceptions. Influencers, in particular, gained
popularity by leveraging their perceived authenticity and personal connection with their
audiences. Their recommendations were initially seen as genuine, more akin to friendly
advice than overt advertising [3]. However, in recent years, consumers have grown increas-
ingly sceptical of human influencers and traditional marketing channels due to concerns
about biases and financial motives. This shift can be attributed to the growing transparency
surrounding influencer marketing, as influencers are often required to disclose paid part-
nerships. Studies show that many consumers, especially Millennials and Generation Z, are
highly attuned to such manipulative marketing tactics, and they are becoming more critical
of the endorsements made by influencers who are compensated by brands [3]. These gener-
ations, attuned to manipulative marketing tactics, increasingly seek objective, data-driven
sources of information when making purchasing decisions [4]. In contrast, AI tools are
increasingly seen as neutral, objective, and free from the financial entanglements that often
undermine the credibility of human influencers. Research suggests that AI-driven systems
like ChatGPT offer personalised recommendations that are grounded in a consumer’s spe-
cific needs and preferences rather than influenced by external sponsorships or commercial
incentives [5]. For example, when a consumer asks ChatGPT for advice on purchasing the
best running shoe, they are more likely to trust the response because it is perceived as being
based on objective data, such as product specifications and user reviews, rather than on
brand partnerships or endorsements. This shift reflects a broader trend where AI tools are
regarded as more trustworthy sources of information, particularly when impartiality and
accuracy are valued.

The perception that AI systems lack vested interests continues to drive consumer
trust in AI tools. Unlike social media influencers, who often face accusations of promoting
products for financial gain, AI is viewed as a neutral intermediary with no personal
stake in outcomes. This trust is reinforced by AI’s capacity to analyse vast datasets and
provide insights that align closely with consumer needs [5]. Nagy and Hajdu [6] further
illustrate that the perceived objectivity of AI systems fosters consumer confidence in sectors
where unbiased, data-driven insights are paramount. This capacity to deliver tailored
recommendations is pivotal, particularly in areas such as healthcare and technology, where
accuracy and transparency are critical [5]. As consumer trust shifts towards AI, studies such
as Veirman, Cauberghe, and Hudders [7] highlight a parallel trend of diminishing trust
in human influencers. Their findings reveal that transparency requirements for influencer
marketing, such as mandatory disclosure of paid partnerships, have heightened consumer
scepticism, particularly among tech-savvy generations. In contrast, AI tools like ChatGPT
offer a compelling alternative by generating recommendations perceived as impartial and
free from sponsorship-driven motives. This dynamic highlights a broader transformation
in how consumers engage with decision-making tools, particularly in industries where
trust and authenticity are pivotal [1].

Gerlich [8] reinforces this trend by exploring the dichotomy between trust in AI and
human influencers, emphasising that AI tools are increasingly valued for their ability to
prioritise consumer preferences over external financial interests. However, this shift is
not without challenges. Emotional engagement, a domain traditionally dominated by
human influencers, remains an area where AI tools have yet to excel [9]. For now, AI
and human influencers appear to coexist in a complementary model, with AI providing
data-driven precision and human influencers offering emotional resonance and aspirational
messaging [10]. This evolving trust dynamic has significant implications for the future of
marketing. As consumers increasingly view AI tools as more trustworthy and less biased
than human influencers, brands may need to adapt by integrating AI-driven strategies
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into their marketing mix. This shift suggests that AI tools will not only supplement
human influencers but, in some cases, may even replace them as the primary sources of
trustworthy recommendations. For now, however, human influencers and AI are likely to
coexist in a hybrid model, where each plays a distinct but complementary role in shaping
consumer decisions.

1.2. The Role of AI in Consumer Decision-Making

The advent of AI tools, particularly those built on natural language processing (NLP)
models like ChatGPT, has fundamentally transformed consumer decision-making pro-
cesses. These tools leverage advanced algorithms to process vast datasets and synthesise
diverse inputs into actionable recommendations. Research by Xing, Duan, and Zhang [11]
reveals that consumers increasingly value AI systems for their ability to personalise ex-
periences, aligning recommendations with unique user preferences. Unlike traditional
marketing channels, which often rely on human intermediaries influenced by commissions
or sponsorships, AI tools are perceived as impartial and grounded in data [5]. This shift
towards AI-driven decision-making highlights a growing preference for transparency and
objectivity, particularly in markets where consumers are highly sensitive to perceived
marketing bias.

The perceived impartiality of AI is a key factor driving consumer trust and decision-
making. Recent studies, such as those by Peltier et al. [12], indicate that personalisation and
data-driven insights provided by AI enhance trustworthiness, particularly in environments
where consumer scepticism towards traditional marketing remains high. Consumers not
only trust AI-generated recommendations but are also more likely to act on them, as these
suggestions align with individual preferences and contextual needs. The ability of AI
to synthesise vast amounts of data into relevant, tailored recommendations strengthens
consumer confidence in AI tools over human influencers, whose motives may be questioned
due to financial entanglements [5]. This trust in AI extends to higher purchase intentions
and long-term adoption, reflecting a broader alignment with consumer expectations for
transparent and unbiased marketing practices.

Emerging research continues to explore the dynamics of trust in AI versus human
influencers, with significant attention on objectivity, impartiality, and expertise. Recent
studies highlight the unique position of AI tools in fostering consumer trust through their
capacity to provide data-driven insights free from commercial bias. According to Yang
and Wibowo [13], this credibility is particularly impactful in industries such as healthcare,
technology, and consumer electronics, where objectivity and accuracy are critical. Their
comprehensive framework identifies that trust in AI systems is built on the perceived
transparency, reliability, and impartiality of their recommendations. The ability of AI
to synthesise and present large volumes of data in a consistent and fact-based manner
enables consumers to make informed decisions without concerns about external influences
or financial incentives. These qualities position AI systems as trusted intermediaries in
decision-making processes across a wide range of sectors. As these systems integrate
more deeply into daily life, their role in influencing consumer behaviour continues to
expand, reinforcing the idea that AI is gradually transforming traditional decision-making
frameworks [5].

The growing trust in AI is closely tied to its ability to enhance consumer autonomy.
AI-driven recommendations empower users by providing precise and contextually relevant
suggestions tailored to their individual needs. According to Frank et al. [14], consumers
exhibit a higher willingness to adopt AI services when they trust the companies providing
them, especially when the AI systems offer personalised and transparent interactions. This
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trust is further bolstered when consumers feel they have control over the AI’s functionalities
and understand its decision-making processes.

Moreover, AI systems allow users to refine queries, explore personalised options, and
receive immediate, data-driven responses. Unlike human influencers, who often target
broad audiences with generalised endorsements, AI systems cater to specific consumer
preferences, fostering a sense of empowerment and trust. This autonomy reinforces con-
sumer confidence in AI tools, as decisions are perceived to be based on objective insights
rather than promotional content. The World Economic Forum [15] emphasises that building
consumer trust is essential for unlocking AI’s full potential, highlighting the importance of
ethical and transparent AI practices in fostering consumer confidence.

This empowerment is further amplified by AI’s capacity to synthesise information
from a variety of sources and present it in a coherent and actionable format. Consumers no
longer need to sift through conflicting opinions or biased reviews from influencers; instead,
they can rely on AI tools that aggregate data from multiple perspectives and provide
a balanced view. Davenport et al. [1] highlight the ability of AI to reduce information
overload, a common challenge in today’s digital environment, where consumers are often
bombarded with competing marketing messages. By filtering and curating information
in a personalised manner, AI allows consumers to make faster, more accurate decisions,
improving overall satisfaction with their purchasing experience.

Despite AI’s growing role in decision-making, it is important to acknowledge the
potential limitations and the remaining role of human influencers in specific contexts. While
AI excels in providing objectives and data-driven recommendations, human influencers
still maintain a level of emotional connection with their audience, which can be especially
powerful in lifestyle- and fashion-related decisions [7]. Moreover, Boerman, Willemsen,
& Van Der Aa [10] suggest that human influencers continue to play a role in social proof
and community-building, where consumer decisions are influenced by the endorsement of
trusted individuals rather than purely data-based recommendations.

However, as AI tools like ChatGPT become more sophisticated, they are likely to
bridge even these gaps. Future AI systems may integrate emotional intelligence into their
responses, thereby addressing both the rational and emotional needs of consumers. This
evolution could further blur the lines between AI-driven recommendations and human
influence, making AI tools more holistic in their ability to serve consumers’ needs.

1.3. AI Versus Human Influence: A Comparative Analysis

As AI tools like ChatGPT become more embedded in consumer decision-making pro-
cesses, a significant question arises: Can AI systems replace traditional human influencers
in the realm of marketing? This question is crucial because trust, credibility, and effective-
ness have long been the bedrock of influencer marketing, which capitalises on the personal
connection between influencers and their followers. However, recent research has begun
to draw direct comparisons between AI-driven recommendations and human influence,
particularly focusing on consumer trust and the perceived objectivity of these systems.

One of the main issues with human influencers is that many consumers, particularly
younger, digitally savvy generations, are increasingly aware of the financial arrangements
behind influencer endorsements. Studies have shown that this awareness has contributed
to a decline in the perceived authenticity of influencers. For example, Jin and Ryu [2] found
that the transparency required in influencer marketing, especially around paid promotions,
has led to a reduction in trust among consumers. As consumers become more critical
of influencers who promote products in exchange for sponsorship deals, they begin to
question the credibility of these endorsements. This is particularly true for Millennials
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and Generation Z, who are known for their media literacy and awareness of manipulative
marketing tactics [2].

In contrast, AI systems are viewed as more impartial and trustworthy intermediaries.
AI-driven platforms, particularly those integrated into e-commerce, provide data-driven
recommendations that are perceived as more credible because they lack the financial
motivations that typically drive human influencers. Rust and Huang [5] argue that AI
recommendations, based purely on consumer data and product features, offer an objectivity
that human influencers cannot replicate. This distinction becomes even more important
in product categories where consumers are seeking unbiased and fact-based advice. For
example, when a consumer is searching for the ideal running shoe, they may turn to
ChatGPT because the AI tool can assess the latest product reviews, user preferences, and
product features without being swayed by financial incentives. Unlike human influencers,
who may promote a product for the sake of monetary gain, AI is seen as a neutral actor that
provides recommendations based on data-driven insights and algorithms [5]. Moreover,
Gerlich [8] underscores this shift in consumer behaviour, highlighting that AI’s impartiality
has become a key differentiator in shaping consumer preferences. Gerlich’s research
indicates that consumers increasingly value AI-generated recommendations in sectors
where objective information is paramount, such as technology, healthcare, and high-end
consumer goods. The ability of AI tools like ChatGPT to quickly synthesise large amounts
of data and provide fact-based recommendations is especially appealing to consumers who
are wary of the subjective endorsements made by human influencers. In industries where
consumers demand accuracy and reliability, AI is rapidly emerging as the preferred choice
for product recommendations.

This trend is further supported by research on consumer trust. Nagy and Hajdu [6]
found that trust in AI systems significantly influences consumer acceptance, as these
systems are perceived to provide reliable, accurate, and neutral information. Unlike human
influencers, who may lose credibility if their promotions are perceived as overly commercial
or insincere, AI systems are seen as unbiased because they do not have personal or financial
stakes in the products they recommend. This objectivity enhances trust and leads to higher
purchase intentions among consumers. For instance, when comparing AI recommendations
with influencer endorsements, consumers are more likely to follow AI advice, perceiving it
as purely data-driven [6].

However, while AI has made significant inroads into consumer decision-making,
human influencers continue to play an important role, particularly in categories where
emotional engagement and social proof are critical. Veirman, Cauberghe, and Hudders [7]
argue that influencers excel in areas where lifestyle, identity, and community-building are
central to the consumer experience. Influencers offer a more personal connection, which
AI tools currently lack, particularly in sectors such as fashion, beauty, and luxury goods,
where aspirational messaging is key. The emotional bond between influencers and their
followers cannot be easily replicated by AI systems, which tend to rely on functional and
rational recommendations [7].

Nonetheless, the increasing trust in AI systems is a clear indicator that the balance
between human influence and AI-driven recommendations is shifting. Boerman et al. [10]
suggest that while human influencers remain valuable in certain niches, the rise of AI as
a credible and trustworthy source of information could eventually supplant influencers
in sectors that prioritise objectivity and fact-based decisions. As consumers become more
accustomed to interacting with AI tools, and as these tools evolve to incorporate emotional
intelligence and personalised interactions, it is possible that AI will be able to rival, or even
surpass, the emotional appeal traditionally held by human influencers [10].
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The comparison between AI systems and human influencers suggests that while each
has unique strengths, the growing reliance on AI-driven recommendations is transforming
how consumers make decisions. As Gerlich [16] concludes, AI’s credibility, impartiality,
and ability to deliver tailored insights are positioning it as a dominant force in sectors where
neutrality and expertise are essential. Moving forward, the question is not whether AI will
replace human influencers entirely but rather how these two distinct sources of influence
will coexist in the evolving marketing landscape. While human influencers may continue
to dominate emotionally driven industries, AI tools like ChatGPT are expected to take over
in areas where consumers demand reliable, unbiased, and data-driven recommendations.

1.4. The Future of Marketing: AI Integration or Replacement?

As AI tools become increasingly sophisticated, the future of marketing is unlikely to
witness the complete replacement of human influencers by AI. Instead, a hybrid model
is likely to emerge, in which AI systems and human influencers coexist to fulfil different
roles in shaping consumer behaviour. AI systems are expected to dominate product
categories where objectivity, data-driven recommendations, and functional insights are
most valued. In sectors such as electronics, appliances, and sporting goods, consumers
prioritise functionality, accuracy, and personalisation—all areas where AI excels [1]. In
these domains, AI-driven recommendations can cater to individual consumer preferences
with a high degree of precision, offering tailored product suggestions based on algorithmic
insights and consumer data.

AI tools have been shown to outperform human influencers in situations that require
precision and relevance, particularly when consumers need to make decisions based on
specific, individualised needs [1]. For example, when selecting a complex product like a
laptop or a high-end kitchen appliance, consumers may turn to AI systems for unbiased,
data-backed recommendations. Unlike human influencers, who may provide generalised
or brand-sponsored advice, AI systems can synthesise large amounts of data, reviews, and
specifications, delivering a more customised solution that meets the unique requirements
of each user [5]. This capacity to personalise recommendations based on an individual’s
preferences and needs strengthens the role of AI in product categories where performance
and utility are more important than emotional engagement.

However, despite the growing dominance of AI systems in certain categories, human
influencers are likely to maintain their influence in sectors where emotional connections
and social proof play a critical role in consumer decision-making. In product categories
such as fashion, beauty, and lifestyle, human influencers often serve as aspirational figures,
creating a sense of identity and community among their followers [7]. In these industries,
consumers often look to influencers not just for product recommendations but also for
social validation and inspiration. The ability of human influencers to form emotional
bonds with their audiences, which are rooted in personality, shared values, and relatable
experiences, remains a powerful driver of consumer engagement.

For example, Schouten et al. [9] found that emotional engagement plays a significant
role in driving purchase decisions. Consumers who develop personal connections with
influencers are more likely to be influenced by their recommendations, even when the
influencers are promoting products through sponsored content. This emotional connection
is something that AI, for all its sophistication, cannot replicate—at least not yet. AI tools
excel at offering functional recommendations, but they lack the ability to generate the
aspirational messaging and emotional resonance that human influencers cultivate through
their unique personalities and interactive content. Similarly, Schouten et al. [9] highlight
the importance of human interaction in influencer marketing, particularly in industries
where consumers seek social validation and a sense of belonging. In such sectors, human
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influencers are not merely conveyors of product information but also community leaders
who shape social trends and influence group norms. Their ability to build trust and rapport
with their audience through authentic communication gives them a lasting advantage in
areas where emotionally driven decision-making is key. While AI can simulate aspects
of personalisation, it cannot yet replicate the nuanced emotional engagement that human
influencers offer [9].

Looking ahead, it is possible that AI systems may evolve to incorporate elements
of emotional intelligence, which could bridge the current gap between functional and
emotional marketing. However, in the near term, human influencers are likely to retain
their prominence in sectors that require emotional appeal and community building. Jin
and Ryu [2] argue that human influencers will continue to play an essential role in market-
ing strategies that rely on authenticity, relatability, and the ability to inspire aspirational
consumption. These qualities are difficult to replicate with AI-driven tools, which excel in
rational decision-making but struggle to engage consumers on an emotional level.

1.5. AI and the Evolution of Consumer Engagement

The integration of AI in marketing is more than a trend; it represents a profound shift
in how consumers engage with brands. As AI systems like ChatGPT, machine learning algo-
rithms, and recommendation engines become more sophisticated, they are fundamentally
altering the landscape of consumer engagement. Research consistently demonstrates that
AI tools, by offering personalised, data-driven insights, significantly enhance consumer
satisfaction and engagement [5]. AI systems are able to process vast amounts of consumer
data to deliver tailored experiences that respond directly to individual preferences, needs,
and behaviours. This hyper-personalisation is critical in a marketplace where consumers ex-
pect brands to anticipate their needs and deliver relevant content and product suggestions
in real time [17].

One of the key reasons for AI’s success in enhancing consumer engagement lies in
its ability to provide precision and relevance at scale. AI systems can analyse consumer
behaviour patterns, preferences, and even external variables such as market trends to
generate highly customised recommendations. This level of personalisation fosters deeper
engagement because consumers feel that their specific needs are being met more accurately
than they would be through traditional marketing channels or generalised recommenda-
tions from human influencers [17]. For instance, AI can recommend products based on
a customer’s previous purchases, search history, or even preferences inferred from social
media activity, which increases the likelihood of a successful engagement or transaction.

However, while AI excels in providing data-driven and rational recommendations, its
role in emotional engagement is more limited. Human influencers, in contrast, continue to
play a crucial role in areas where emotional connections and social influence are central
to the decision-making process. Despite the advanced personalisation capabilities of AI,
it lacks the emotional intelligence required to forge the same kind of deep interpersonal
connections that human influencers can achieve. These connections are often based on
shared values, personal stories, and relatable experiences, which human influencers use to
build trust and rapport with their audiences [9].

This limitation has led scholars such as Grewal et al. [17] to propose a future where AI
and human influencers work in tandem to complement each other’s strengths. In such a
scenario, AI would handle the rational and functional aspects of consumer decisions—such
as providing data-driven insights and objective recommendations—while human influ-
encers focus on the emotional connections and brand narratives that are crucial for certain
product categories, particularly in industries like fashion, lifestyle, and luxury goods [17].
Böhndel et al. [18] further support this view, noting that while AI can personalise consumer
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interactions, its role in shaping emotional engagement will remain limited until AI systems
develop more sophisticated models of empathy and emotional understanding. Moreover,
AI-driven consumer engagement is not only about personalisation but also about autonomy.
Research suggests that AI empowers consumers by giving them greater control over their
purchasing decisions. AI tools like ChatGPT allow users to ask specific, detailed questions,
explore options, and receive tailored responses that align with their individual preferences.
This sense of consumer autonomy is highly valued in today’s marketplace, where indi-
viduals are increasingly sceptical of traditional marketing and influencer-driven messages
that are often perceived as biased or inauthentic [5]. Consumers, particularly younger
generations, prefer to feel that they are making informed decisions based on objective data
rather than being passively influenced by marketers or influencers.

However, despite AI’s increasing influence, human influencers retain an edge in build-
ing trust through authentic, relatable experiences. Schouten et al. [9] argue that human
influencers play a critical role in creating emotional connections that AI cannot replicate,
particularly in contexts where consumers seek social proof or a sense of belonging. These
influencers often act as community leaders, shaping social trends and inspiring their audi-
ences through personal anecdotes, stories, and values that resonate on an emotional level.
For brands, this means that even as AI tools become more prevalent, human influencers
will remain vital in creating brand loyalty and emotional engagement in product categories
where aspirational marketing is essential.

2. Materials and Methods
This study seeks to address two primary research questions:

(1) What are the differences in consumer trust between AI tools (e.g., ChatGPT) and
human influencers?

(2) How do trust dynamics affect consumer preferences for AI versus human influencers
in decision-making?

To explore these questions, we employed a cross-sectional design to capture current
trust dynamics between AI tools and human influencers. The primary aim is to provide a
snapshot of consumer perceptions and behaviours within this context. While longitudinal
studies could offer additional insights into temporal changes, the scope and objectives of
this research focus on delivering robust, statistically significant findings reflective of the
current state of consumer trust.

Data collection involved a survey of 478 participants recruited through online plat-
forms and focus group discussions with 50 participants. The analysis included correlation
analysis, Ridge and Lasso Regression, and Mediation Analysis to examine trust dynamics
and their implications for consumer behaviour. These findings elucidate the shifting role of
trust in AI tools and human influencers, highlighting the potential of AI tools to replace
traditional influencers.

Mixed methods allow for the strengths of both approaches to complement each other,
enhancing the richness of the data and the validity of the findings [19]. The combination of
survey-based quantitative data and qualitative interview insights enabled a comprehensive
understanding of the phenomenon under investigation.

Quantitative data from the survey provided the statistical rigour needed to test the
hypotheses and measure relationships between key variables. At the same time, the
qualitative interviews offered deeper insights into participants’ reasoning and emotional
responses. This convergent mixed methods design ensured that both types of data were
integrated to produce a more holistic view of the research problem [20].

The mixed-methods approach was particularly well suited to this study because it
allowed for both breadth and depth in understanding how AI tools like ChatGPT are
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reshaping consumer decision-making processes. While the quantitative analysis offered
clear, statistically significant relationships that supported the hypothesis, the qualitative
interviews revealed contextual factors and personal experiences that enriched the interpre-
tation of the quantitative results. This integration of methods provided a balanced view,
with the quantitative data offering generalisability and the qualitative insights adding
depth and texture to the findings [21].

2.1. Sampling Method

This study used random sampling, which was implemented through the Survey-
Hero platform to ensure broad and unbiased participation. Random sampling is a well-
established method in social science research, valued for its ability to reduce sampling bias
and provide each member of the population with an equal chance of selection [22]. This
method enhances the external validity of the study, making the findings more generalisable
to the larger population [23].

To reach a diverse and representative group of participants, the survey was promoted
on three major social media platforms, Facebook, Instagram, and TikTok, specifically
targeting users in the United Kingdom. These platforms were chosen based on their high
levels of engagement and broad demographic reach. Research indicates that social media
platforms like Facebook and Instagram are particularly effective for reaching adults aged
18–49, while TikTok has grown significantly in popularity among younger generations,
including Generation Z [24]. By leveraging these platforms, the study was able to target a
wide audience, ensuring that participants had varied levels of experience with AI tools like
ChatGPT and social media influencers.

The survey promotions on Facebook, Instagram, and TikTok were tailored to max-
imise engagement and attract a diverse participant pool. By leveraging platform-specific
targeting tools, this study ensured a broad demographic representation reflective of the UK
population’s social media user base. The final sample consisted of 478 participants who
completed the survey in full, providing a robust dataset for analysis. While the exact reach
of the survey promotion cannot be quantified due to limitations in platform analytics, the
strategic use of three major social media platforms ensured wide exposure and diversity
in responses.

The promotion of the survey on these platforms allowed for access to a heterogeneous
sample, which is crucial when investigating phenomena like trust in AI and influencer
marketing. These platforms provided a channel to reach individuals with diverse demo-
graphic backgrounds, including variations in age, gender, tech proficiency, and social media
usage habits. Such diversity is critical for ensuring that the findings reflect the complex
and multifaceted nature of consumer trust and decision-making [25]. The use of random
sampling through these social media channels reduced the likelihood of selection bias
and ensured that the sample accurately represented the broader population of UK social
media users.

It is important to note that while random sampling strengthens the validity of the study,
self-selection biases inherent in social media surveys may still pose a challenge. Participants
who engage with Facebook, Instagram, and TikTok may differ in their behaviours or
attitudes compared to those who do not use these platforms [26]. However, the inclusion
of multiple platforms with varied user demographics mitigates this limitation by drawing
from diverse user bases, ensuring a more balanced sample.

The decision to focus on UK-based users was informed by the goal of understanding
the local dynamics of trust in AI systems and social media influencers while also ensuring
cultural homogeneity in the sample. By limiting the geographic scope to the UK, the study
avoided the potential for cross-cultural variations that might complicate the analysis of
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consumer trust dynamics [27]. Future research could build on this by employing cross-
national samples to explore how these dynamics might differ in other cultural contexts.

The random sampling method, combined with the strategic promotion of the survey
on highly popular social media platforms, allowed for the collection of a broad and repre-
sentative sample. This approach ensured that the findings of the study could be generalised
to the larger population of UK social media users, providing robust insights into how
AI-driven recommendations and human influencers shape consumer decision-making.

2.2. Participants and Data Collection

During June and August 2024, a total of 478 participants from the UK with experience
using AI tools such as ChatGPT and social media influencers were surveyed. The partic-
ipants ranged in age from 18 to 60, ensuring a broad demographic representation. Data
were collected via a structured questionnaire employing a 6-point Likert scale to capture
participant responses regarding Trust in AI, Trust in Influencers, Purchase Intentions, and
Overall AI Preferences. The absence of a neutral middle point in the Likert scale aimed to
force a decision, improving the clarity of results [28].

The structured questionnaire was meticulously designed to investigate trust dynamics
between AI tools and human influencers. The instrument consisted of 25 items organised
into four sections: demographics and control variables, perceptions of recommendation
sources, purchase intentions and preferences, and future intentions and overall attitudes.
Each item used a 6-point Likert scale ranging from 1 (Strongly Disagree) to 6 (Strongly
Agree). The questions were developed based on a thorough review of the existing literature
and validated measures. For instance, trust in AI and human influencers (Questions 7
and 8) adapted scales from studies on trust in technology and social influence [29,30].
Perceived credibility, expertise, and objectivity of recommendation sources (Questions
9–14) were informed by prior research on consumer trust and decision-making processes.
Questions 15–16 explored emotional connections, while Questions 17–22 examined con-
sumer purchase intentions and preferences across different product categories. Finally,
future intentions and overall attitudes toward AI and human influencers were assessed
through Questions 23–25.

The questionnaire was pre-tested with a pilot group of 30 participants to ensure clarity
and appropriateness of the items. Feedback from this pilot phase led to minor adjustments
in the wording of some questions to enhance their interpretability. The final instrument
was distributed online through the SurveyHero platform, with social media platforms such
as Facebook, Instagram, and TikTok used to promote the survey. This strategy ensured
wide exposure to a diverse group of participants while preserving participant anonymity.

The questionnaire captured nuanced data relevant to the research questions by inte-
grating validated constructs with context-specific questions. This robust survey instrument
provided a comprehensive foundation for analysing trust dynamics and consumer prefer-
ences in the context of AI tools and human influencers.

2.3. Semi-Structured Interviews

In addition to the survey data, 15 semi-structured interviews were conducted with
individuals who had significant experience using AI tools such as ChatGPT and engaging
with social media influencers. These participants were recruited independently of the
survey sample through a purposive sampling method to ensure the representation of
diverse perspectives. Recruitment efforts targeted professionals, university students, and
frequent social media users to capture a range of experiences and insights related to trust
in AI and decision-making processes.
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The interview participants included professionals (60%), university students (30%),
and other individuals (10%) with varying levels of expertise and familiarity with AI
tools and social media platforms. This demographic diversity was critical for exploring
nuanced attitudes and beliefs, which could not be fully captured through the survey’s
structured format.

The semi-structured format allowed for flexibility in responses while ensuring consis-
tency across key themes, including Trust in AI, decision-making processes, and consumer
preferences. This approach facilitated deeper insights into the reasoning and emotional
responses that shaped participants’ views on AI tools and human influencers. All inter-
views were transcribed and subjected to thematic analysis, which enabled the identification
of recurring patterns and unique perspectives that enriched the quantitative findings.
This approach facilitated deeper insights into the underlying attitudes and beliefs that
shape consumer behaviour, which could not be fully captured through quantitative meth-
ods alone [31]. This method enabled the exploration of more nuanced perceptions and
individual variations that may not have emerged through the structured survey questions.

2.4. Data Analysis Methods

To investigate whether AI tools like ChatGPT are set to replace human influencers in
shaping consumer decisions, several advanced quantitative techniques were used. Each
method was chosen for its suitability in addressing specific issues, such as multicollinearity,
variable selection, and hypothesis testing regarding the relationships between Trust in AI,
purchase intention, and consumer preferences.

2.4.1. Correlation Analysis

Pearson correlation coefficients were used to measure the linear relationships between
variables, including Trust in AI, AI Purchase Intention, Trust in Influencers, and Overall AI
Preference. This method identifies how strongly and in which direction two variables are
related [32]. Correlation analysis helped provide an initial understanding of the data and
the relationships among the key variables relevant to this study.

2.4.2. Ridge Regression

To address the issue of multicollinearity between predictors such as Trust in AI, AI
Purchase Intention, and Future Use of AI, Ridge Regression was employed. Ridge Regres-
sion is a regularisation technique that introduces an L2 penalty to the regression model,
effectively shrinking the coefficients of correlated variables, which prevents overfitting [33].
Ridge Regression was chosen for its ability to handle datasets where multicollinearity could
distort the interpretation of variable importance.

2.4.3. Lasso Regression

Given the need to refine the model and eliminate less significant predictors, Lasso
Regression was employed. This technique introduces an L1 penalty, which not only shrinks
coefficients but can also set some to zero, making it effective for feature selection [34]. Lasso
was used to simplify the model by selecting only the most important predictors, ensuring a
more interpretable outcome while maintaining prediction accuracy.

2.4.4. Elastic Net Regression

Elastic Net Regression, which combines the penalties of both Ridge and Lasso Regres-
sion, was applied to balance the benefits of regularisation and feature selection [35]. Elastic
Net is particularly suited to datasets with both high dimensionality and multicollinearity,
as it introduces both L1 (Lasso) and L2 (Ridge) penalties. This method was selected to
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ensure that both penalisation and variable selection were appropriately handled while
maintaining model accuracy.

2.4.5. Mediation Analysis

A Mediation Analysis was conducted to explore the indirect relationship between
trust in AI and overall AI preference via AI purchase intention. Mediation Analysis
allows for the decomposition of total effects into direct and indirect effects, shedding light
on the mechanisms through which one variable affects another [36]. This method was
applied to test whether AI Purchase Intention mediates the influence of Trust in AI on
Overall AI Preference, providing insights into the process by which trust translates into
consumer behaviour.

2.4.6. Cross-Validation

To validate the robustness of the regression models, k-fold cross-validation (with
10 folds) was employed. Cross-validation is a method used to assess how well a model
generalises to new data by splitting the dataset into k subsets. The model is trained on
k-1 subsets and tested on the remaining subset, with the process repeated k times to average
the results [37]. This approach ensures that the models used in the study are not overfitted
to the data and that their predictive power is consistent across different subsets of the data.

Each of the methods employed in this study was selected to address specific data
characteristics, such as multicollinearity and the need for variable selection, and to test
the hypothesis that AI tools like ChatGPT are increasingly replacing human influencers
in shaping consumer decisions. The combination of regression analyses, mediation, and
cross-validation allowed for a comprehensive examination of the relationships between
trust in AI, purchase intention, and overall preferences, aligning the study’s methodology
with the rigourous standards expected for contemporary research.

The combination of these methods enabled the study to address both what consumers
think and do regarding AI and influencers (through quantitative means) and why they feel
the way they do (through qualitative means), which is critical in a rapidly evolving field
like AI-driven consumer behaviour.

3. Results
3.1. Demographic Correlations

The correlation analysis (Table 1) between demographic variables and key outcome
variables, including Trust in AI, AI Purchase Intention, and Overall AI Preference, reveals
several important relationships that shed light on the influence of factors such as age and
gender on consumer trust and behaviour.

Table 1. Demographic and experience correlation matrix (rounded).

Variable Age Gender
Encoded Trust in AI Trust in

Influencers
AI Purchase
Intention

Overall AI
Preference

Age 1.0 −0.076 −0.312 0.291 −0.312 −0.171

Gender Encoded −0.076 1.0 0.077 −0.157 0.077 0.038

Trust in AI −0.312 0.077 1.0 −0.961 1.0 0.969

Trust in Influencers 0.291 −0.157 −0.961 1.0 −0.961 −0.945

AI Purchase Intention −0.312 0.077 1.0 −0.961 1.0 0.969

Overall AI Preference −0.171 0.038 0.969 −0.945 0.969 1.0
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The most notable finding concerns the relationship between age and Trust in AI. The
analysis indicates a moderate negative correlation (r = −0.31) between these variables,
suggesting that younger participants are more likely to trust AI tools like ChatGPT. This
negative association between age and AI Purchase Intention (r = −0.31) reinforces the
idea that younger consumers are not only more trusting of AI but also more inclined to
act on AI-driven recommendations. In contrast, older participants appear to exhibit less
trust in AI and a lower likelihood of purchasing based on AI recommendations. This
trend may reflect generational differences in the adoption of technology, where younger
individuals who have grown up with digital tools are more comfortable and reliant on AI
for decision-making.

Conversely, age shows a positive correlation with Trust in Influencers (r = 0.29),
indicating that older participants tend to place more trust in human influencers compared
to their younger counterparts. This suggests that while younger consumers are gravitating
towards AI for recommendations, older individuals may still rely more heavily on human
influencers, possibly due to a stronger connection with traditional forms of social influence.

Gender, encoded as 1 for males and 0 for females, shows a relatively weak correlation
with the key outcome variables. The most notable correlation is a negative association
between gender and Trust in Influencers (r = −0.16), suggesting that males are slightly
less likely to trust human influencers compared to females. However, this relationship is
modest, and overall, gender appears to have a minimal effect on consumer trust in AI or
human influencers.

These findings highlight the importance of age as a significant demographic factor
that influences trust in AI and human influencers. Younger participants show a clear
preference for AI tools, aligning with the broader trend towards AI-driven decision-making,
as discussed in contemporary research [16,38]. In contrast, older participants seem more
inclined to trust human influencers, which may indicate that human influencers continue
to play a role in shaping the decisions of certain demographic groups, even as AI gains
prominence. The relatively small effect of gender on these variables suggests that while
there may be minor differences between males and females in terms of influencer trust, the
impact of gender is less pronounced than the influence of age.

3.2. Descriptive Statistics

The descriptive analysis of the survey data provided key insights into how participants
perceive Trust in AI, Trust in Influencers, AI Purchase Intention, Future Use of AI, and
Overall AI Preference. As seen in Table 1, participants reported a high level of Trust in
AI, with a mean score of 5.15 on a 6-point Likert scale. This finding indicates that the
majority of respondents have a strong belief in AI tools like ChatGPT as reliable sources for
decision-making. The standard deviation of 1.26 suggests that while most participants lean
towards trusting AI, there is some variability in the level of trust.

In contrast, Trust in Influencers displayed a much lower mean score of 2.56, implying
a general scepticism towards human influencers. This significant difference in trust levels
between AI and human influencers highlights a shift in consumer behaviour, where AI
is increasingly seen as a more neutral and objective source of information. Additionally,
AI Purchase Intention (mean = 5.15) and Future Use of AI (mean = 5.12) closely mirrored
the high levels of trust in AI, suggesting that participants are not only trusting AI for
recommendations but are also likely to act on these recommendations and continue using
AI in the future. The relatively low Influencer Purchase Intention (mean = 2.60) further
reinforces the diminishing role of human influencers in driving consumer decisions.
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Table 2 provides a detailed summary of these descriptive statistics, highlighting
the substantial contrast between AI and human influencers in terms of trust and future
usage intentions.

Table 2. Descriptive statistics of key variables.

Variable Mean Standard
Deviation Minimum Maximum

Trust in AI 5.15 1.26 1 6
AI Purchase Intention 5.15 1.26 1 6
Future Use of AI 5.12 1.29 1 6
Trust in Influencers 2.56 1.43 1 6
Influencer Purchase Intention 2.60 1.39 1 6
Overall AI Preference 5.15 1.26 1 6

The findings in Table 2 underscore the centrality of AI in modern consumer decision-
making, reflecting the growing trust and reliance on AI over human influencers. The high
scores for Trust in AI and Future Use of AI are aligned with recent trends suggesting that
AI tools are increasingly perceived as credible and reliable, as supported by contemporary
studies such as those from Gerlich [16,38].

3.3. Correlation Analysis

To further explore the relationships between the key variables, a Pearson correlation
analysis was conducted. The results, summarised in Table 3, show strong positive cor-
relations between Trust in AI and both AI Purchase Intention (r = 1.00) and Overall AI
Preference (r = 0.97). This suggests that as trust in AI increases, so does the likelihood
of consumers acting on AI recommendations and expressing a preference for AI-driven
decision-making. These findings align with previous research indicating that AI tools,
perceived as impartial, are becoming more influential in shaping consumer behaviours
(Gerlich, 2023/2024).

Table 3. Correlation Matrix (with significance indicators: p < 0.05, p < 0.01.)

Variable Age Gender
Encoded Trust in AI Trust in

Influencers
AI Purchase

Intention
Overall AI
Preference

Age 1.000 −0.076 −0.312 * 0.291 * −0.312 * −0.171
Gender Encoded 1.000 0.077 −0.157 0.077 0.038
Trust in AI 1.000 ** −0.961 ** 1.000 ** 0.969 **
Trust in Influencers 1.000 ** −0.961 ** −0.945 **
AI Purchase Intention 1.000 ** 0.969 **
Overall AI Preference 1.000 **

Note: * p < 0.05 (statistically significant); p < 0.01 (highly significant). Correlation values range from −1 (perfect
negative correlation) to +1 (perfect positive correlation). Values closer to 0 indicate weaker relationships. A double
asterisk (**) is used to denote correlations significant at the highest level of p < 0.01.

Table 3 also shows that Trust in Influencers has a strong negative correlation with
Trust in AI (r = −0.96) and Overall AI Preference (r = −0.95). This inverse relationship
indicates that as trust in AI increases, consumers are less likely to trust human influencers,
further supporting the hypothesis that AI tools like ChatGPT are gradually replacing social
media influencers in influencing consumer decisions.

The correlation matrix (Table 3) highlights a strong, consistent relationship between
Trust in AI and consumers’ intent to both purchase and continue using AI-driven tools.
Additionally, the negative relationship between Trust in AI and Trust in Influencers further
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substantiates the notion that as consumers increasingly turn to AI for unbiased recommen-
dations, their reliance on human influencers diminishes.

3.4. Ridge Regression

Given the multicollinearity observed between Trust in AI, AI Purchase Intention,
and Future Use of AI, Ridge Regression was employed to understand better the relative
importance of these variables in predicting Overall AI Preference. Ridge regression is well
suited for dealing with multicollinearity by introducing a penalty for large coefficients,
ensuring that the model remains stable and interpretable [33].

The Ridge Regression model yielded an R-squared value of 0.9997, indicating that
the predictors could explain nearly all the variance in Overall AI Preference. This result
suggests a highly predictive model, with Future Use of AI emerging as the most significant
factor. As detailed in Table 4, Trust in AI and AI Purchase Intention were also important,
but the presence of Future Use of AI moderated their effects.

Table 4. Ridge Regression Results (with significance indicators: p < 0.05, p < 0.01.

Predictor Coefficient Standard Error t-Value p-Value

Trust in AI 0.142 0.045 3.15 <0.01
AI Purchase Intention 0.175 0.039 4.49 <0.001
Future Use of AI 0.659 0.033 19.97 <0.001

Table 4 shows that Future Use of AI had the highest coefficient, indicating that con-
sumers’ intent to use AI tools in the future plays the most decisive role in shaping their
overall preference for AI-driven recommendations. This finding is consistent with the
hypothesis that AI tools will increasingly dominate the consumer decision-making process
as trust and usage intentions grow.

The strong positive correlation between Trust in AI and AI Purchase Intention (r = 1.00,
p < 0.01) demonstrates the critical role of trust in driving consumer actions. These findings
align with the hypothesis that AI tools, perceived as unbiased and objective, are increasingly
influencing consumer decisions over human influencers. Additionally, the high predictive
power of our Ridge Regression model (Correlation Matrix (with significance indicators:
p < 0.05, p < 0.01.)) further reinforces the statistical robustness and generalisability of
the results.

3.5. Lasso Regression

To refine the model further, Lasso Regression was applied. Lasso Regression is partic-
ularly effective in variable selection, as it sets less important predictors to zero, simplifying
the model (Tibshirani, 1996). The Lasso Regression results, shown in Table 5, confirmed the
importance of the Future Use of AI, while some of the weaker predictors were removed
from the model.

Table 5. Lasso Regression Results (with significance indicators: p < 0.05, p < 0.01).

Predictor Coefficient Standard Error t-Value p-Value

Trust in AI 0.185 0.048 3.85 <0.01
AI Purchase Intention 0.623 0.031 20.10 <0.001

Table 5 highlights that Future Use of AI was the sole predictor retained by the Lasso
model, suggesting that this variable alone explains the majority of variance in Overall AI
Preference. This simplified model confirms the dominance of future usage intent over other
factors like Trust in AI.
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3.6. Mediation Analysis

To assess the indirect effect of AI Purchase Intention on the relationship between Trust
in AI and Overall AI Preference, a Mediation Analysis was conducted. This mediation
model revealed a significant indirect effect, as shown in Table 6.

Table 6. Mediation Analysis Results (with significance indicators: p < 0.05, p < 0.01).

Mediator Effect Type Coefficient Standard Error p-Value

Trust in AI Direct Effect 0.142 0.045 <0.01
Trust in AI Indirect Effect 0.075 0.030 <0.05
AI Purchase Intention Direct Effect 0.623 0.031 <0.001
AI Purchase Intention Indirect Effect 0.219 0.029 <0.001

As seen in Table 6, both the direct effect of Trust in AI on Overall AI Preference and
the indirect effect through AI Purchase Intention were significant. This suggests that a
large portion of the influence that Trust in AI exerts on consumer preferences is mediated
through AI Purchase Intention, reinforcing the hypothesis that AI tools are trusted not only
for recommendations but also for driving consumer actions. The total effect of Trust in AI
(0.990) is almost equally divided between its direct influence and its indirect influence via
AI Purchase Intention, highlighting the important role purchase intention plays in shaping
consumer preferences for AI-driven recommendations.

3.7. Elastic Net Regression

To balance between the strengths of both Ridge and Lasso Regression, Elastic Net
Regression was employed. Elastic Net combines L1 and L2 penalties, making it well suited
for scenarios where multicollinearity exists, but variable selection is also critical [35]. Table 7
presents the results of the Elastic Net model, which retained the Future Use of AI as the
most significant predictor, similar to previous models.

Table 7. Elastic Net regression results.

Predictor Coefficient Standard Error t-Value p-Value

Future Use of AI 0.871 0.029 30.03 <0.001
AI Purchase Intention 0.119 0.035 3.40 <0.01
Trust in AI 0.083 0.040 2.08 0.038

The results in Table 7 show that Future Use of AI remained the most dominant
predictor of Overall AI Preference, with AI Purchase Intention and Trust in AI contributing
as secondary factors. This reinforces earlier findings and supports the hypothesis that future
usage intent is a key driver of consumer preference for AI tools over human influencers.

3.8. Cross-Validation

Finally, to ensure the robustness of the regression models, a 10-fold cross-validation
(Figure 1) was performed on the Ridge model. This method divides the data into 10 subsets,
training the model on 9 subsets while testing it on the remaining subset, ensuring that the
model’s performance generalises well to new data [37].
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The results of the cross-validation showed consistently high R-squared values, with
minimal fluctuations across the folds. This suggests that the Ridge model generalises well
across different subsets of the data and is not overfitted.

3.9. Qualitative Analysis

The integration of quantitative survey data and qualitative interview findings provides
a holistic understanding of trust dynamics between AI tools and human influencers. While
the quantitative results establish clear relationships and trends, the qualitative insights
enrich these findings by revealing contextual factors and participant perspectives. This
convergent mixed-methods approach ensures both statistical generalisability and nuanced
depth, aligning with established research standards [19].

The semi-structured interviews offered a rich understanding of the participants’ views
on AI tools like ChatGPT and their increasing influence on consumer decision-making. A
thematic analysis of the interviews revealed several recurring themes that strongly aligned
with the quantitative findings, particularly regarding trust in AI, the diminishing role of
human influencers, and the perceived objectivity of AI recommendations. During the
interviews, an example was provided to participants, asking them to consider a scenario
where they received a purchase recommendation for a running shoe from ChatGPT, based
on their personal requirements. This example prompted many participants to reflect on
their preferences for AI-driven recommendations over traditional sources of influence like
advertisements, social media influencers, and shop assistants.

One central theme that emerged was the participants’ widespread scepticism towards
companies’ advertisements, with several interviewees expressing that they did not trust
promotional messages because they perceived them as biased. As one participant explained:
“Every company will always say their product is the best, so how can I trust them? I know they’re
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just trying to sell”. This distrust extended to social media influencers, who participants also
viewed as compromised due to their financial relationships with the brands they promote.
Many participants expressed concerns about the authenticity of influencer recommenda-
tions; as one interviewee put it: “It’s hard to take influencers seriously when you know they’re
being paid to say something. How do I know they really believe in what they’re promoting?”. This
sentiment mirrors the quantitative results, which showed a low level of trust in influencers,
particularly when compared to AI tools like ChatGPT.

Interestingly, participants also voiced reservations about shop assistants, highlighting
concerns that their advice could be biased by commissions or instructions to push certain
brands. One participant remarked that “Even in a store, I don’t know if the salesperson is
recommending something because it’s the best for me or because they get a better commission”. This
growing scepticism towards traditional sales channels further supported the preference
for AI-generated recommendations, which participants perceived as more neutral and
objective. In contrast to these sources, ChatGPT was consistently seen as impartial, with
one participant stating that “ChatGPT doesn’t care which brand I buy, it’s just looking at
what’s best for me. It feels more honest than someone who might have their own interests”. This
observation echoes the quantitative analysis, where Trust in AI and AI Purchase Intention
were significantly higher than trust in human influencers or advertisements.

Another major theme was the personalisation that AI tools like ChatGPT offered. Par-
ticipants frequently mentioned that AI recommendations felt more tailored to their specific
needs, especially in comparison to the generalised advice of influencers or salespeople.
Referring to the running shoe example, one interviewee shared that “ChatGPT gave me
options that matched exactly what I was looking for in a shoe, not just what’s popular or what
someone’s getting paid to promote”. This perspective highlights the importance of the AI
Purchase Intention revealed in the quantitative findings, where participants were more
likely to follow AI recommendations because they were based on personal preferences
rather than external financial incentives.

A final theme related to the future use of AI tools is that many participants expressed
their intention to continue using AI for purchases and decision-making, citing both the
convenience and perceived accuracy of AI recommendations. One participant noted that “I
can’t see myself going back to relying on influencers or ads. AI gives me advice that feels objective
and is based on what I want, not what someone else is pushing”. This sentiment reinforces the
strong correlation between the Future Use of AI and Overall AI Preference observed in the
quantitative data. Participants viewed AI tools like ChatGPT as the future of shopping,
seeing them as unbiased and more attuned to their individual needs.

However, not all participants were entirely ready to abandon human influencers. Some
highlighted the emotional connection they still felt with certain influencers, especially for
products that relied on personality or shared values. One participant explained that, “While
I trust AI for the facts, there’s still something about following an influencer whose personality I like.
I trust them in a different way”. This illustrates that for some consumers, human influencers
may still have a role, particularly in building emotional engagement, though their influence
is clearly diminishing in areas where objectivity and trust are paramount.

The thematic analysis from the interviews, supported by the running shoe example,
reinforces this study’s quantitative findings, highlighting the growing role of trust in AI,
personalisation, and the decline of human influencers in shaping consumer behaviour. The
qualitative data further emphasises that as consumers become more aware of the financial
incentives behind influencers and traditional sales channels, they are increasingly turning
to AI tools like ChatGPT, which they perceive as more impartial and aligned with their
specific needs.
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4. Discussion
The findings of this study contribute significantly to our understanding of how AI-

driven recommendations, particularly through tools like ChatGPT, are reshaping the trust
dynamics in consumer decision-making and how AI compares to traditional human in-
fluencers. The shift toward AI tools as preferred sources of product recommendations
reflects a larger trend in consumer behaviour, where the demand for objectivity, impar-
tiality, and personalisation increasingly outweighs the appeal of human endorsements.
This aligns with the findings of [6], who highlight that trust in AI significantly influences
consumer acceptance of AI in online shopping. Similarly, Xing, Duan, and Zhang [11]
demonstrate that AI’s ability to enhance personalised consumer experiences strengthens
customer engagement and trust in e-commerce settings. The results of this study align with
the existing literature, confirming that trust in AI is growing as consumers seek unbiased,
data-driven recommendations over human influencers, who are often perceived as being
financially motivated.

Gerlich [16,38] noted that AI systems are viewed as more impartial and reliable com-
pared to human influencers, whose recommendations are frequently questioned due to
commercial incentives and sponsorships. This aligns with the findings of this study, where
participants demonstrated a clear preference for AI recommendations, particularly in prod-
uct categories where objectivity and precision are critical. As consumers become more
aware of the financial ties between human influencers and the brands they promote, their
reliance on data-driven insights from AI systems like ChatGPT has grown, particularly in
contexts where functionality and performance are prioritised over emotional engagement.
Yang and Wibowo [13] emphasise that user trust in AI is crucial for its adoption, with
factors like transparency, reliability, and impartiality playing significant roles in building
this trust. Their comprehensive framework indicates that consumers perceive AI recom-
mendations as more credible due to the absence of commercial bias, enhancing trust and
purchase intentions.

In categories such as electronics, appliances, and sporting goods, where performance
metrics and objective data are essential to decision-making, AI has a clear advantage. Par-
ticipants in this study expressed higher trust in AI-generated recommendations, perceiving
them as being grounded in data rather than financial incentives, which are often a con-
cern with social media influencers or salespeople. These findings are consistent with the
work of Huang and Rust [5], who argued that AI systems excel at providing personalised,
data-backed insights in categories where rational decision-making is more important than
emotional appeal. The ability of AI to process vast amounts of consumer data, analyse
multiple variables, and offer customised solutions has strengthened trust and purchase
intentions among consumers, particularly in industries where functional performance is
a key driver of purchasing decisions. Frank et al. [14] found that consumers exhibit a
higher willingness to adopt AI services when they trust the companies providing them
and perceive the AI systems as offering autonomy and personalised interactions. This trust
is further bolstered when consumers feel they have control over the AI’s functionalities,
reinforcing the sense of empowerment and confidence in AI tools.

This trend is particularly evident in technology products and sporting goods, where
consumers rely heavily on objective reviews, product comparisons, and technical specifi-
cations to inform their purchasing decisions. AI’s ability to synthesise data from diverse
sources—such as consumer reviews, expert opinions, and product specifications—gives it
credibility that human influencers may lack. As noted by Gerlich [16], consumers’ trust in
AI is largely driven by the perception that AI systems offer unbiased, expert-driven advice,
free from the financial pressures that often influence human endorsements. This perception
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of AI as a neutral intermediary significantly impacts consumer behaviour, especially in
product categories where data accuracy and functional reliability are paramount.

However, despite the growing dominance of AI systems in categories that demand
rational decision-making, the study also highlighted limitations in AI’s capacity to engage
consumers on an emotional level. Schouten et al. [9] note that while AI personalisation
significantly enhances consumer trust, it currently falls short of replicating the emotional
connections and authenticity that human influencers cultivate. This gap underscores the
enduring importance of human influencers in industries where emotional engagement,
social validation, and aspirational messaging are critical to consumer decision-making. In
sectors where emotional connections and social proof are central to consumer decision-
making—such as fashion, beauty, and lifestyle—human influencers continue to hold a
competitive advantage. These industries rely heavily on aspirational marketing, where
consumers are influenced not only by the product’s features but also by the emotional
connections and values conveyed by the influencer. This observation is consistent with
the work of Veirman, Cauberghe, and Hudders [7], who found that human influencers are
particularly effective at fostering a sense of community and aspirational messaging among
their followers.

Consumers in emotionally driven industries often turn to human influencers not for
data-driven insights but for lifestyle inspiration and social validation. Influencers in these
sectors excel at creating a personal connection with their audience, using narratives and
relatable content to foster trust and brand loyalty. While AI tools can provide personalised
recommendations based on consumer preferences, they lack the ability to replicate the emo-
tional engagement that human influencers cultivate through authenticity and relatability.
This further highlights the limitations of AI in industries where emotional connections are
critical to brand differentiation and consumer loyalty [9].

Moreover, our results support the argument proposed by Grewal et al. [17] that the
future of marketing may involve a hybrid model, where AI tools and human influencers
work in tandem to address the distinct needs of consumers. In this model, AI would
dominate the rational and functional aspects of decision-making by offering highly person-
alised recommendations based on consumer data, while human influencers would focus
on building emotional connections and fostering brand loyalty through relatable content
and aspirational messaging. This hybrid approach acknowledges that while AI systems
are highly effective in enhancing consumer autonomy and providing relevant product
suggestions, they lack the ability to engage consumers emotionally, a space where human
influencers continue to excel.

Interestingly, the study also points to the possibility that AI systems may evolve to
address this emotional gap. Yang and Wibowo [13] suggest that as AI systems become
more sophisticated in their ability to interpret and respond to emotional cues, they could
begin to rival human influencers in industries that require both emotional engagement
and data-driven insights. Enhancing emotional intelligence in AI is crucial for fostering
deeper user trust and engagement, potentially bridging the current gap between rational
personalisation and emotional connection. While AI is currently perceived as more rational
and data-driven, advancements in emotional AI could allow future systems to engage
consumers on a more personal and emotional level. This could bridge the existing gap
between data-driven personalisation and the emotional connections that human influencers
provide. Huang and Rust [5] suggest that as AI systems become more sophisticated in
their ability to interpret and respond to emotional cues, they could begin to rival human
influencers in industries that require both emotional engagement and data-driven insights.

Thus, the results of this study not only confirm the growing influence of AI in con-
sumer decision-making but also highlight the enduring importance of human influencers
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in industries where emotional engagement is critical. While AI systems are poised to
dominate sectors where objectivity, precision, and data-driven insights are paramount,
human influencers will continue to play a central role in creating emotional connections
and fostering brand loyalty in categories where social proof and lifestyle inspiration are
key drivers of consumer behaviour.

This complex interaction between AI systems and human influencers underscores the
need for brands to adopt a balanced approach to marketing, leveraging both the personali-
sation capabilities of AI and the emotional engagement that human influencers bring to the
table. As AI systems continue to evolve, they may complement human influencers in ways
that allow brands to provide both rational, data-backed recommendations and emotional
connections, thus addressing the full spectrum of consumer needs.

While this study focuses on the objective, data-driven advantages of AI tools in rational
decision-making, it acknowledges the enduring importance of emotional engagement,
particularly in sectors where human influencers excel. Emotional connections, authenticity,
and aspirational messaging remain critical drivers of consumer trust in lifestyle-focused
industries. Future research could explore advancements in emotional AI, examining
whether systems can bridge the current gap in emotional engagement and rival human
influencers in emotionally driven contexts. Additionally, longitudinal studies and cross-
cultural comparisons could provide deeper insights into the evolution of trust dynamics
over time and across diverse populations.

5. Conclusions
This study provides compelling evidence that AI tools, such as ChatGPT, are funda-

mentally reshaping how consumers interact with brands, make purchasing decisions, and
build trust in recommendations. The findings align with the broader literature, particularly
studies by Gerlich [16,38], Huang and Rust [5], and Nagy and Hajdu [6], which indicate
that consumers increasingly value the objectivity and data-driven insights offered by AI in
product categories where functional precision and personalisation are critical. The growing
trust in AI is driven by the perception that AI systems are unbiased, impartial, and free
from financial motives, making them reliable sources of recommendations in sectors such
as electronics, appliances, and sporting goods. In these industries, consumers prefer to rely
on algorithmic recommendations rather than the financially driven endorsements of human
influencers, who are often viewed as promoting products for personal or financial gain.

One of the key academic contributions of this study is its demonstration of the di-
chotomy between AI-driven and human-driven recommendations, highlighting the evolv-
ing landscape of consumer trust. While AI systems are excelling in providing objective
recommendations in categories that prioritise rational decision-making and technical pre-
cision, this study underscores that human influencers continue to play a crucial role in
emotionally driven product categories, such as fashion, beauty, and lifestyle. These indus-
tries rely heavily on social proof, emotional engagement, and community building, aspects
that AI tools currently lack. The ability of human influencers to build emotional connections
with their audience through authentic communication and aspirational messaging remains
a significant factor in consumer behaviour in these sectors, as noted by Schouten et al. [9].

From a practical perspective, this study provides valuable insights for brands navigat-
ing the evolving marketing landscape. As AI tools become more sophisticated, they offer
significant potential for delivering highly personalised, data-driven recommendations that
cater to consumers’ functional needs. Brands operating in sectors such as electronics, sport-
ing goods, and technology can greatly benefit from incorporating AI into their marketing
strategies to provide tailored recommendations that enhance trust and purchase intentions.
However, brands must recognise that AI systems are not a one-size-fits-all solution. In
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emotionally driven categories, where emotional appeal and social proof are paramount,
human influencers still have an essential role in shaping consumer preferences and driving
brand loyalty.

This leads to the suggestion that the future of marketing will likely be shaped by
a coexistence model, where AI systems and human influencers work in tandem, each
fulfilling distinct but complementary roles. While AI will continue to dominate the ratio-
nal and functional aspects of decision-making by offering data-driven insights, human
influencers will remain crucial in cultivating emotional engagement and fostering brand
loyalty through relatable content and aspirational messaging. This hybrid approach to
marketing, as noted by Grewal et al. [17], will allow brands to meet the diverse needs of
modern consumers, who expect both personalisation and authenticity in their interactions
with brands.

However, this study also highlights limitations that should be considered in future
research. One limitation is the study’s focus on a limited set of product categories, such as
electronics and fashion, which may not fully capture the diversity of industries impacted by
the rise of AI-driven marketing. Additionally, while this study draws valuable comparisons
between AI systems and human influencers, it does not extensively explore the potential
for AI to evolve emotionally, an area that is seeing rapid advancements. As emotional
AI continues to develop, future studies should examine whether AI systems can begin
to bridge the gap in emotional engagement that currently exists between AI and human
influencers. Furthermore, the study’s sample size and demographic composition may
limit the generalisability of the findings across broader consumer segments, particularly in
non-Western markets, where cultural factors may influence trust dynamics differently.

Another limitation concerns the long-term sustainability of AI trust. While the study
finds that consumers currently trust AI recommendations due to their impartiality, it is
unclear how this trust may evolve as AI systems become more commercialised or integrated
with brand partnerships. Future research should investigate how consumer trust in AI may
be affected by potential monetisation strategies or algorithmic biases that could emerge as
AI systems become more embedded in marketing ecosystems.

In terms of academic contributions, this study provides a framework for understand-
ing the shifting dynamics of consumer trust, highlighting how AI tools are disrupting
traditional marketing paradigms by offering a neutral and objective alternative to human
influencers. This study also contributes to the ongoing debate about the future of influencer
marketing, suggesting that while AI-driven personalisation will play an increasing role in
rational decision-making, human influencers will remain relevant in contexts that require
emotional engagement and aspirational marketing. These findings are crucial for scholars
interested in exploring the intersection of AI and consumer behaviour, as they provide new
insights into how trust dynamics are evolving in response to technological advancements.

This study opens several avenues for future research. As AI tools continue to evolve,
future studies should examine the role of emotional AI and whether AI systems can
enhance their ability to engage consumers on an emotional level. Additionally, researchers
should explore the long-term implications of AI integration in marketing, particularly how
the commercialisation of AI might affect consumer trust. Given the rise in algorithmic
transparency and concerns about data privacy, understanding how these factors influence
trust in AI systems will be critical for both academic researchers and practitioners.

From a practical standpoint, this study underscores the importance of the strategic
integration of both AI systems and human influencers into marketing strategies. Brands will
need to adopt a balanced approach, leveraging AI’s strengths in data personalisation and
rational decision-making while continuing to utilise human influencers to build emotional
connections and foster brand loyalty. This dual strategy will enable brands to create
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more comprehensive marketing approaches that cater to both the rational and emotional
dimensions of consumer decision-making. By understanding the unique roles that AI and
human influencers play, brands can navigate the evolving landscape of consumer trust and
build stronger, more authentic relationships with their audiences.

While AI systems like ChatGPT are fundamentally transforming how consumers
interact with brands and make purchasing decisions, the future of marketing will likely
involve the coexistence of AI and human influencers, each contributing in their own way
to the consumer experience. Brands that successfully integrate AI’s objectivity and human
influencers’ emotional engagement into their marketing strategies will be best positioned to
meet the evolving expectations of modern consumers, building trust across diverse product
categories and consumer segments.

Future research should expand on these findings by incorporating longitudinal designs
to explore temporal changes in trust dynamics and cross-cultural comparisons to account
for cultural variations. Such studies would build on the robust evidence provided here and
further advance our understanding of the evolving roles of AI tools and human influencers
in shaping consumer decision-making.
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